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Figure 1: CrossTalk is a video-based communication and collaboration system that infers users’ intentions from conversational 
speech and provides intelligent, context-aware, and socially acceptable assistance to enhance communication and collaboration. 

ABSTRACT 
Despite the advances and ubiquity of digital communication media 
such as videoconferencing and virtual reality, they remain oblivious 
to the rich intentions expressed by users. Beyond transmitting audio, 
videos, and messages, we envision digital communication media 
as proactive facilitators that can provide unobtrusive assistance to 
enhance communication and collaboration. Informed by the results 
of a formative study, we propose three key design concepts to ex-
plore the systematic integration of intelligence into communication 
and collaboration, including the panel substrate, language-based 
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intent recognition, and lightweight interaction techniques. We de-
veloped CrossTalk, a videoconferencing system that instantiates 
these concepts, which was found to enable a more fuid and fexible 
communication and collaboration experience. 
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1 INTRODUCTION 
Real-time human communication and collaboration such as pre-
sentations and discussions, is becoming increasingly moderated by 
digital communication media. A critical challenge of such media is 
the lack of shared context amongst the participants, which often 
leads to inefective communication and collaboration. To address 
this challenge, signifcant research in HCI and CSCW has been 
conducted to reintroduce contextual cues, such as gaze [27] and 
spatial context [51, 52], to create a sense of “being there” [24]. 

Reintroducing these contextual cues enables videoconferencing 
participants to gain greater awareness of each other’s context. How-
ever, it has long been argued that this approach can never be “close 
enough” in imitating the complexity of real-world interaction [24]. 
Users may also prefer to restrict certain contextual information 
when using videoconferencing for privacy reasons. On the other 
hand, prior work has shown that people are often aware of the 
absence of critical context that may cause miscommunication and 
proactively provide additional explanations and coordination to 
inform others of their intent and situation [16]. For example, when 
one anticipates a time-consuming information retrieval task, they 
may inform others by saying “give me a second, let me dig that fle 
up”, before or as they are retrieving the fle. 

Our insight is that the context and intentions found in these 
utterances can also be received and interpreted by the communi-
cation media to provide intelligent assistance. As such, instead of 
videoconferencing applications being an oblivious transmission 
channel of audio and video, we seek to transform them into intelli-
gent, proactive, and socially acceptable participants in video-based 
communication and collaboration. Inspired by recent research that 
demonstrated the promise of retrieving and presenting relevant 
images based on the verbal conversation [70], we further explore 
whether such an approach can be broadly applied to the video-based 
communication and collaboration environments which include at-
tendees, artifacts, workfows, and the rich interactions among them. 

To understand the opportunities for leveraging conversations 
during videoconferences for intelligent support, we conducted a 
formative study that analyzed recordings of remote meetings. We 
found that a considerable amount of verbal coordination is required 
to establish a common understanding of out-of-context and tran-
sient meeting materials, such as links to external content or screen-
sharing sessions that had ended. In addition, signifcant cognitive 
demands were placed on users during meetings as they struggled 
to remain cognizant of ongoing conversation as well as the implicit 
and explicit requests from other attendees while they are operating 
the interfaces or engaging with other tasks (e.g., taking notes), fur-
ther demonstrating the need for the system to ofoad the cognitive 
and manual efort for users. 

Informed by these fndings, we propose leveraging language-
informed intelligence to support communication and collabora-
tion environments with the following components: (1) a persistent 
substrate to maintain content, context, and actions of meeting ele-
ments; (2) an intent recognition and recommendation mechanism 
that matches user conversations with the content, context, or ac-
tion of meeting elements; and (3) interaction techniques that enable 
fexible interaction with the system’s recommendations. 

We developed a prototype videoconferencing system, CrossTalk, 
that instantiates these design concepts. As a whole, user study par-
ticipants found CrossTalk reduced the cognitive and manual efort 
needed to maintain the fow of conversation and collaboration, 
enabling fuid and fexible communication and collaboration experi-
ences. As the panel substrate and natural language are both highly 
versatile, we believe the proposed concepts and techniques can be 
broadly applied to other communication media, such as interactive 
displays or augmented reality, for a variety of contexts. 

The contribution of this work includes: 
(1) Findings from a formative study uncovering challenges dur-

ing communication and collaboration with videoconferenc-
ing systems and opportunities to employ conversational 
speech to provide intelligent and context-aware assistance. 

(2) Holistic design of panel substrates, language-based intent 
recognition, and interaction techniques that enable intelli-
gent and fuid communication and collaboration. 

(3) CrossTalk, a prototype video-based communication and col-
laboration system instantiating our design concepts, evalu-
ated with technical and user evaluations. 

2 RELATED WORK 
This research draws on prior work on understanding the challenges 
of online meetings, computer-mediated communication and collab-
oration, natural language interfaces, and interactive substrates. 

2.1 Efective Communication and Collaboration 
Research in HCI and Management Science has investigated the 
challenges that exist during group communication with a signif-
cant interest in workplace meetings [13, 15, 17]. In particular, it was 
found that the use of meeting artifacts impacts meeting efective-
ness [45, 50] and information exchange across participants, groups, 
and their organizations [14]. Although artifacts, such as agendas 
and summaries, improve meeting efectiveness [13], they require 
signifcant labor to produce before, during, and after a meeting 
[31]. Tasks such as note taking induce a high cognitive load for 
meeting participants as they need to engage with multiple tasks 
simultaneously [28, 30]. Due to the high cognitive load, a dedicated 
facilitator is often required to ensure that a meeting follows an 
agenda and important information is recorded [58, 62]. 

Recently, videoconferencing has become an essential part of 
modern society and has become increasingly integrated into our 
personal lives [2, 6], work [22, 32], and education [8, 42, 63]. While 
videoconferencing technologies enable face-to-face communica-
tion over a distance [23], the challenges that exist during collocated 
meetings transfer to this new medium and become further exacer-
bated by the lack of eye contact, body language, spatial references, 
artifacts, and implicit social cues [18, 41, 44]. 

While the present research falls under the umbrella of supporting 
efective meetings, it focuses on the friction that users encounter 
while communicating and collaborating during videoconferences. 
By analyzing a set of remote meetings, a list of friction points was 
identifed, many of which also exist during collocated meetings [31]. 
In this work, we employ intent recognition to infer and automate 
users’ intents to reduce the friction as well as identify opportunities 
to further augment their meeting experiences. 
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2.2 Computer-Mediated Communication 
Signifcant work has explored how to improve computer-mediated 
communication so that it can aford the same richness and variety 
of contextual, non-verbal cues and interactions that occur when 
attendees are collocated. ClearBoard preserved the gaze awareness 
of remote users by integrating remote video feeds with a shared 
workspace [27]. Room2Room enabled for the life-size telepresence 
of remote users via projected augmented reality [52]. MirrorBlender 
enabled users to position video views to achieve spatial consistency 
amongst each other to support the use of nonverbal cues (e.g., 
deictic gestures) in videoconferences [20]. 

Recent research has started to leverage computer-mediated com-
munication media as interaction mechanisms that are valuable 
beyond replicating the physical world to go “beyond being there” 
[24]. For example, SnapStream demonstrated that snapshots of live 
video could be used to enhance viewer engagement and commen-
taries during art live streams [71] and LiveMâché illustrated how 
contextual sharing improved participation for livestream viewers 
in online learning settings [21]. 

Other systems have aimed to build collaborative spaces for group 
interaction. MeetCues implemented and visualized casual interac-
tions to improve engagement in online meetings [4]. WeSearch, for 
example, enabled a group of users to conduct collaborative web 
searches on a large tabletop display [49]. Dynamo enabled users 
to gather, share, and exchange information during meetings that 
took place around public communal surfaces [28]. Although these 
systems have shown considerable promise in facilitating commu-
nication, they still require users to manipulate interfaces while 
talking [61], which places cognitive strain on users. Crosstalk, on 
the other hand, aims to automate users’ intended tasks, reducing 
the mental and manual efort required from them. 

2.3 Natural Language Interfaces 
Natural language interfaces have seen use in a variety of domains, 
such as data visualization [16, 60] and image editing [39]. Pioneer-
ing systems such as Put That There [9] and SHRDLU [64], and 
voice-based assistants use explicit natural language commands as 
input to interact with computers [3, 43, 47]. Later, interfaces and 
systems that infer desired information and actions from natural 
language expressions not intended as command input became a 
topic of interest [11, 59, 63, 65]. For example, CrossPower leveraged 
video scripts to infer desired visual imagery and graphic efects 
[65]. CrossCast [70] and Visual Captions [42] enabled the retrieval 
of relevant images as visual aids based on user conversations to 
augment verbal communication. MessageOnTap explored a sug-
gestive interface based on the text in a messaging application to 
recommend relevant content and interface actions [11]. 

CrossTalk infers users’ intentions from their conversations and 
recommends relevant content and actions, and thus, is a type of nat-
ural language interface. Diferent from many prior works, CrossTalk 
seeks to augment real-time synchronous human communication, 
requiring recommendations and interactions to cause minimum dis-
ruptions to the fow of communication. To achieve this, CrossTalk 
follows established guidelines for designing mix-initiative and AI-
infused systems by enabling the users to utilize lightweight inter-
action to control the system’s recommendations [1, 25]. 

2.4 Information Objects and Substrates 
CrossTalk builds upon prior work that explores the persistent, 
object-oriented representation of information for dynamic and in-
telligent actions [7, 36, 66, 67, 69]. For example, Xia et al. proposed 
the object-oriented interaction paradigm, which explores the reif-
cation of information and structures as interactive objects that be 
fexibly manipulated and composed to support higher-order tasks 
[66–69]. Recent work by Klokmose and Beaudouin-Lafon on in-
formation substrates also demonstrates that reifying abstract data 
as interactive and interoperable objects enables composability and 
cross-platform collaboration [5, 36, 54]. For example, Webstrates 
builds upon the concept of shareable dynamic media [33] as a frame-
work for representing content in a shareable and persistent manner 
that allowed for cross-device collaborative interaction [36]. 

The object-oriented paradigm and the concept of information 
substrates embody information as objects, laying the foundation 
for enabling objects to preserve context and exhibit intelligent be-
haviors. For example, in Object-Oriented Drawing, each Attribute 
Object retains its history for attribute-level undo/redo, circumvent-
ing the cost of losing operations with application-level undo/redo 
[67]. Closely related, in Spacetime, a VR-based collaborative scene 
editing environment, selections of objects are reifed as Container 
Objects, which preserves the selection location to enable quick 
navigation to the original design context [69]. 

CrossTalk further explores language-informed intelligent inter-
action with information. By encapsulating content, context, and ac-
tions within each object shared in the videoconference, and match-
ing them with real-time user conversations, CrossTalk is able to 
recommend relevant information and interface actions to the users. 
This shifts the manual and cognitive efort from the users to the 
intelligent communication media, delivering an enhanced video 
communication and collaboration experience. 

3 FORMATIVE STUDY 
To identify sources of friction and opportunities to support video-
based communication and collaboration, a formative study was 
conducted to analyze recordings of Zoom meetings. We collected a 
dataset of recorded meetings representing a variety of previously 
reported typologies of meetings [4, 17, 46]. For analysis, we em-
ployed refexive thematic analysis [10] to identify patterns in the 
data with three coders meeting to refect on the codes and seek 
agreement during each round of coding. Codes and themes were 
generated inductively starting with an initial shortlist of lean codes 
that were informed by the coders’ prior review of literature on 
meeting software and language interaction (e.g. [43, 46]). Follow-
ing iterative theoretical sampling for video analysis [26, 37], new 
recordings from diferent sources were added in each round until 
no new codes emerged due to code saturation and generalizability. 

Videos included recordings of meetings where a large amount 
and variety of information is collected, shared, and discussed. Sev-
eral recordings were taken from YouTube following fair use guide-
lines using broad search terms for meetings (e.g. government, busi-
ness, product). We also added recorded research meetings from 
our team that were conducted using Zoom during the COVID-19 
pandemic as auto-ethnographic research [35]. In total, we gathered 
60 hours of recorded meetings of various formats and domains in 
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Appendix A. We did not seek inter-rater reliability or build a hier-
archical set of codes following recommended practice [45] as the 
aim of the formative study is not to produce a theory of behaviors 
for all meetings, but to inform the design of the CrossTalk system. 

3.1 Informing Actions and Fiction 
During videoconferences, participants were aware of the lack of 
visibility that other attendees had into their context, which caused 
confusion and unintended silence. They felt obligated to inform 
the group about their context, especially when they anticipated 
that their actions may have taken signifcant time. For example, 
participants often verbally expressed their intention (e.g., “let me 
fnd that paper” ) or described the user interface elements they were 
manipulating (e.g., “share screen... Chrome... share sound” ). When 
encountering friction with a user interface, presenters expressed 
their confusion and frustration (e.g., “I wish it would just pull up the 
right fle for me” ). Such expressions were often participants’ own 
think-aloud dialog, but also informed the group of the situation 
and often resulted in help being provided to them. 

3.2 Lack of Shared and Cognizant Interaction 
with Materials 

Meeting attendees often verbally referred to materials to direct the 
group’s attention to upcoming discussion. Because only the presen-
ter who shared their screen had control of the material, attendees’ 
interaction with the materials had to be delegated to the presenter. If 
presenters were not cognizant of the desired interaction or occupied 
by other tasks (e.g., taking notes), other attendees had to explicitly 
repeat their requests, resulting in communication costs and social 
pressure. For example, when a participant said, “I have feedback 
for the motivation [section of the presentation]”, the presenter was 
expected to navigate the screen to the referred slide to provide con-
text. If they failed to do so, the participant would explicitly say, “can 
you go back to the motivation slide?”. The presenter apologized for 
missing the request and then spent time manipulating the interface. 

3.3 Lack of Meaningful Representations of 
Meeting Materials 

Due to the nature of the meetings, a variety of materials were 
shared among participants, including presentations and demon-
strations, research articles, images, sketches, messages, websites, 
and more. We found that the friction mentioned above was often 
due to the lack of meaningful representations and structures of 
the materials when shared via screen sharing or as URLs. When 
sharing their screen, participants opted to share application win-
dows rather than their entire screen for privacy reasons. However, 
because information related to one research activity often resided 
in diferent applications, participants had to repeatedly share and 
un-share diferent applications while locating the referred content 
in diferent applications, which led to frequent interruptions of the 
conversations. The use of external links also encouraged individual 
exploration over collaborative examination. It was often unclear if 
participants had viewed the material or which part they had viewed. 
As a result, additional coordination was often required to establish 
a common context for discussion. 

3.4 Summary 
Our fndings show that meeting materials lack appropriate and 
shared representations. They are transient, localized, and time-
consuming to retrieve, leading to communication costs. In addition, 
due to the lack of visibility into each other’s context, attendees 
verbally expressed contextual cues to establish a common frame for 
discussion, requested manual control of materials, and thought out 
loud about their actions or confusion with the interface in order to 
avoid silence and increase group awareness of their status. This is 
consistent with Fussell et al.’s work showing that lack of context 
and shared materials lead to more explicit verbal descriptions of 
one’s internal state and task status during communication [16, 38]. 

4 DESIGN CONCEPTS 
To approach the systematic integration of language-informed in-
telligence, meeting materials and interface elements need to be 
upgraded to be able to infer user intention from the conversation 
as well as present the inference to the user for confrmation and 
interaction. We propose the following concepts. 

C1: Material-Specifc Intelligence Description A common 
approach to user intent inference is to equip a system with a central-
ized intent recognition module to recognize predefned intentions. 
This approach is insufcient, however, to support a dynamic en-
vironment where customized materials of diverse formats can be 
fexibly included. To achieve de-centralized intelligence and ensure 
low barrier for developers to specify the intelligence, we propose 
using natural language to describe the content, context, and tools 
within each panel, which can be matched with users’ real-time 
conversations to determine relevance. 

C2: Intent Recognition by Matching Users’ Conversations 
with Material-Specifc Descriptions User intents can be recog-
nized by associating users’ conversations with the descriptions of 
content, context, and actions of materials within an environment. 
This can be achieved by computing the semantic similarity of a 
natural language description with the conversation context. Given 
the advent of large-language models, one can imagine the descrip-
tion of a tool can be defned as a prompt to an LLM-based intent 
recognition engine for advanced operations such as parameter ex-
traction. For example, given a map, the navigation function can be 
augmented with a prompt to extract all mentioned locations (e.g., 
“extract all location entities into an array from the input text” ) 

C3: Visualization of System Inferences and Ignorable, Re-
versible, and Lightweight Interaction Uncertain and erroneous 
user intention inferences are inevitable. Therefore, the user inter-
face should clearly communicate the system’s status and enable 
users to easily accept, reject, or ignore the system inference, as 
well as easily recover from errors to avoid introducing additional 
friction during communication and collaboration. 

Combining these concepts, we propose (1) a panel substrate that 
maintains the content, context, and actions of digital elements as 
well as their descriptions; (2) an intent recognition engine that 
matches users’ conversational speech with all present panels and 
their content, context, and action; (3) a consistent interaction design 
vocabulary to facilitate the interaction with system recommenda-
tions. Figure 2 shows a design space based on these concepts. 
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Figure 2: The Design Space and Examples of the Panel-
specifc Natural Language Description, Conversational 
Speech, and the Interaction Mechanisms. 

5 CROSSTALK 
We designed a proof-of-concept videoconferencing and collabo-
ration system, CrossTalk, that instantiates the above concept to 
investigate their feasibility. 

5.1 Panel Substrates 
To provide a suitable substrate for intelligent assistance, we pro-
pose extending panel designs within existing videoconferencing 
user interfaces to not only show a list of meeting attendees, but 
also all relevant meeting artifacts and materials. This should enable 
all meeting resources, such as video feeds of attendees, screen-
shared content, materials, and meeting artifacts, to be represented 
with a consistent style. Each panel houses an independent unit 
of information along with corresponding functionality. Together, 
they aggregate relevant meeting resources, allowing participants 
to interact with meeting materials in situ. 

5.1.1 Panel Types. CrossTalk supports three types of panels. At-
tendee Panels house meeting attendees’ audio and video feeds and 
are created when attendees join the meeting. A transcript panel 
shows the real-time transcript of attendees’ conversations. Content 
Panels contain shared meeting materials, including maps, images, 
videos, whiteboards, PDF documents, search engine results, web-
pages, polls, and agendas. 

5.1.2 Panel Manipulation. Panels can be fexibly created, manip-
ulated, stored, or removed. Attendee Panels can be closed by the 
attendee themselves to leave a meeting. Content Panels can be min-
imized to the side when no longer needed. Users can also directly 
share panels to the storage area to avoid distracting the group and 
or cluttering the canvas. Content Panels can be prepared and shared 
before the meeting so that they are accessible to attendees when 
the meeting starts. Panels can enter a presentation mode to gain 
the attention of meeting attendees, which is equivalent to screen-
sharing in videoconferencing systems. The diference, however, is 
that a screensharing session is automatically recorded as a private 
video panel, which can be made public for discussion. 

5.1.3 Panel Actions, Content, and Context for Intent Recognition. 
To enable panel-based intent recognition, each panel maintains 
all the relevant metadata, actions, content, and context for intent 
recognition. For example, the metadata includes the type, creator, 
time, and access information of a panel. The actions of a panel 
contain the supported actions as well as their descriptions which 
can be used to compute semantic relevance. The content of a panel 
consists of all the recognizable content, such as text, images, and 
videos. The context records all the past interactions with a panel, 
including views, searches, and conversations about the panel. 

5.2 User Intent Recognition 
Given users’ conversational speech as input, our goal is to infer 
user intent and recommend relevant panels, content, and actions 
to users so that they can quickly navigate to desired content or 
execute desired actions. CrossTalk employs a 4-step pipeline that 
consists of semantic search and rule-based mechanisms to extract 
desired content and actions from conversational speech (Figure 3). 
It (1) converts user speech to text and uses the text as queries; (2) 
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Figure 3: User Intent Recognition Pipeline. 

searches all the panels, their content, context, and actions, based on 
their semantic relevance to the search query; (3) refnes the most 
relevant content, context, and actions identifed from the previous 
steps to extract the relevant parameters of the actions and provide 
precise content matches; (4) recommends top-scoring panel content 
and actions so that users can quickly navigate to desired content 
or execute desired actions. 

5.2.1 Matching Content and Actions from Conversation Speech. 
As a user speaks, CrossTalk continuously recognizes their speech. 
CrossTalk employs a sliding window technique and uses the 10 
mostly recently recognized words as the search context. CrossTalk 
leverages a BERT-based semantic search to fnd the actions and 
content in the panels that are most relevant to the query [56]. The 
principle of semantic search is to fnd units of semantically similar 
language in a corpus by calculating the semantic distance between 
the query and the units (commonly sentences) in the corpus in 
the vector space [48]. The key beneft of this approach is that it 
can recognize similar semantics from the diverse expressions and 
vocabularies users employ to refer to the same interface action and 
content. With CrossTalk, all the text within panels (e.g., text from 
PDFs, image captions, video transcripts, descriptions of interface 
actions, etc.) was used as the corpus, and the search query was 
encoded as a vector to fnd the most semantically similar actions 
or content from the panels. 

5.2.2 Refining Content and Action Searches. Matching conversa-
tions with content and actions on the sentence level enables CrossTalk 
to take advantage of the context of sentences for an accurate se-
mantic search. While it is adequate for coarse content search, it is 
insufcient for recommendations of interface actions, as they may 
require additional parameters as well as more precise information 
searching (e.g., pinpointing a timestamp in a video). 

To address these issues, CrossTalk further refnes content and 
action search using a rule-based mechanism, commonly used in 
task-oriented conversational agents [29]. Our customized rules 
are based on a set of pre-defned verbs, nouns, and preposition 
phrases derived from the formative study, which are mapped to 
corresponding interface functionality. Depending on the type of 
content and action, relevant elements were extracted from the text 
to form a complete interface action or provide fne-grained content 
matches. For example, for a map-based navigation action, CrossTalk 
would identify location entities from a search query as parameters 

of the navigation; if a sentence in a video transcript was identifed as 
the most relevant sentence, CrossTalk would further match entities 
from the search query with those from the search results based on 
their semantic similarity to return fne-grained timestamps. 

5.3 Implementation 
CrossTalk was developed as a web application using React as the 
front-end framework, Agora for real-time video communication, 
and Firebase for storing and synchronizing content across multiple 
users. The intent recognition pipeline consists of speech recognition 
using Web Speech API [12], semantic search using the BERT-based 
Transformers [55, 56], and Google Cloud NLP [19] for entity recog-
nition required by the fne-grain intention recognition. 

5.4 Summary 
The panel substrates and intent recognition provide high compos-
ability to allow CrossTalk to host information in diverse formats 
with panel-specifc intelligent recognition. When a panel is added, 
it provides all of its content and actions to CrossTalk, enabling 
CrossTalk to perform intent recognition within the context of the 
entire information environment. This enables future panel devel-
opers to defne their own panel-specifc intelligent rules that are 
suitable for their specifc needs and goals. 

6 INTERFACE AND INTERACTION 
When designing the interface and interactions that leverage in-
ferred user intents, careful consideration of the potential issues 
the system may face, including speech recognition errors and false 
detection of user intents, was taken into account by following estab-
lished guidelines for designing mixed-initiative [25] and AI-infused 
systems [1]. 

The CrossTalk interface consists of four main areas (Figure 4). 
In the center is the canvas on which the panels are displayed. A 
transcript panel at the bottom that shows real-time speech recog-
nition can be minimized to yield more space for the main canvas. 
A private area hosts content panels that are private for the user. 
A storage area stores minimized content panels for the ongoing 
session or collections of panels from previous sessions. 
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Figure 4: CrossTalk Interface. a) an attendee panel, b) the content panel, c) the transcript panel which shows recognized text 
from speech, d) user interface control for joining the call, e) private panel area that is only visible to meeting attendee, f) the 
storage area for minimized panels. 

Figure 5: CrossTalk generates prompts to enable users to 
quickly navigate the map (a, b). The user can accept the 
prompt to adjust the search in the corresponding view (c). 

6.1 Panel Creation and Basic Manipulation 
Content Panels are recommended when potential entities of interest 
are detected in speech and used as search queries for relevant infor-
mation (e.g., map, webpages, video). In CrossTalk, Content Panels 

are not directly recommended on the canvas to avoid distracting 
users. As there can be many entities mentioned in a short period of 
time, the search queries may need further adjustments to retrieve 
relevant information, or there are multiple possible content formats 
of the same query (e.g., map vs. Wikipedia vs. general search results 
for a location). Therefore, the recommendations are visualized in 
the Transcript Panel. Users can fexibly adjust their queries via 
text selection and choose the desired visual forms before adding 
the panel to the canvas (Figure 5). When the Transcript Panel is 
minimized, the entities recognized from the speech are displayed 
as a slowly fowing stream of minimized panels. The user can drag 
and drop a minimized panel to create a content panel and place it 
at a desired location on the canvas. Alternatively, Content Panels 
can be created manually by dragging and dropping materials into 
the system or by copying external links into CrossTalk. 

Persistent representation of the panel enables rich awareness 
and interactions with previously transient information. Like most 
videoconferencing applications, CrossTalk enables screen sharing, 
which is automatically recorded when initiated. Once the screen-
sharing session is over, the presenter can make the recording public 
to facilitate the continued review and discussion of the recording. 

6.2 Panel Organization 
Panels can be organized in a variety of ways to suit diverse needs, 
such as in a grid or in canvas layouts. A challenge when employing 
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Figure 6: Recognized entities are highlighted, and the user 
can select any text to refne the query. 

a panel substrate is that it may lead to visual clutter when a large 
amount of information is shared. To address this problem, CrossTalk 
dynamically adjusts the size of panels based on the last time they 
were interacted with and the usage frequency of the panels. For 
example, when a panel has not been referenced or interacted with, 
it gradually shrinks in size to give space to other panels. When they 
reach a certain size threshold, they will be moved from the main 
canvas to the storage area. 

6.3 Interaction with the System Inference 
CrossTalk enables users to interact with the system inferences using 
lightweight user interface widgets and interaction techniques. 

6.3.1 Panel Content Recommendation. Attendees often need to 
navigate to a section of a document or video as context during 
a discussion. However, manual navigation within a large fle is 
time-consuming and interrupts the fow of communication and 
collaboration. Whenever CrossTalk detects that there is content 
relevant to the user conversation (e.g., text in PDFs, webpages, 
video transcripts), it highlights the corresponding sections and 
provides navigation shortcuts on the sliders of documents and the 
timelines of videos. When multiple matches are available, CrossTalk 
encodes the semantic similarity of the recommendations via the 
color intensity of the navigation shortcuts. When users hover their 
cursors on these navigation shortcuts, CrossTalk reveals the key 
matching entities and enables users to preview the search results 
before navigating to the recommended section or clicking on the 
navigation shortcuts to take them directly to the sections. 

6.3.2 Panel Action Recommendation. When interface actions are 
inferred, CrossTalk shows the actions in the corresponding panels 
and prompts users to accept or reject the recommendations. For 
example, if a participant says, “we can also go to New York”, a prompt 
will appear on top of an existing map panel on the canvas, allowing 
the user to quickly navigate to the location (Figure 5a). However, 
the user may wish to create a new panel alongside the existing 
one to preserve the original context. They can drag the prompted 
search query and drop it on the canvas to form a new panel. When 
the following sentence is detected, “there are a lot of good museums 
in New York”, a similar prompt will appear on top of the New York 
panel, allowing the user to search museums within the map panel 
(Figure 5b). 

6.3.3 Verbal Recommendation Confirmation. In some cases, it is 
natural for a user to respond to others’ requests verbally. CrossTalk 
leverages these verbal utterances to respond to the system’s action 
recommendation. For example, when a user speaks “Can I have 
screen sharing permission?”, CrossTalk would notify the meeting 

Figure 7: Left: CrossTalk detects an attendee is requesting 
screen sharing and prompts the interface action. Right: per-
mission is granted verbally, and a revert button is prompted 
in case of any error. 

host asking whether screen sharing permission has been granted 
and the host can acknowledge the request verbally (e.g., “yes, go 
ahead”, “Sure” ) to accept the action recommendation. Because ver-
bal expressions can be misinterpreted, CrossTalk presents a follow-
up revert button to allow the user to quickly undo the action (Figure 
7). All prompts can be dismissed by the user manually or will dis-
appear after a time threshold (e.g., 5 seconds). 

6.4 Summary 
The generic panel substrate and natural language interactions al-
low CrossTalk to be applied to a variety of communication and 
collaboration settings that have various types of information and 
associated actions. The current CrossTalk prototype was designed 
to explore interface and interaction mechanisms rather than to 
address the specifc needs of a particular communication and col-
laboration setting. We anticipate adaption and adjustment will be 
needed when applying the interaction concepts to diferent settings, 
such as diferent panel layout mechanisms and domain-specifc vo-
cabularies. We describe several application scenarios CrossTalk 
currently supports below. 

7 APPLICATION SCENARIOS 
In this section, we describe experiences and workfows that CrossTalk 
enables for online teaching and learning, formal meeting manage-
ment, and presentations and discussions during research meetings. 

7.1 Online Teaching and Learning 
CrossTalk provides several panels with language-oriented inter-
action techniques to facilitate online teaching and learning. For 
example, polls are often used to engage students with lecture ma-
terials. However, due to the considerable manual efort needed to 
create polls, instructors must prepare them beforehand, which pre-
vents spontaneous engagement during class. With CrossTalk, the 
verbal expression of a question, such as “Here is a question: should 
naturalness be a design factor?” can be recognized as a poll panel 
shared with all attendees to collect responses (Figure 8). 
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Figure 8: A poll panel generated by “My question is should 
naturalness be a design factor?”. 

Figure 9: An agenda panel generated by the text on the right. 

Keeping track of the time during classroom presentations is 
often cognitively demanding. Instructors need to constantly check 
the time, make sure it adheres to the agenda, and use appropriate 
social protocols to adjust the fow, such as interrupting the current 
presentation. CrossTalk can detect instructors’ verbal descriptions 
of the order and time duration of the presentations, and generate 
a populated agenda panel (Figure 9). The instructor can modify 
the proposed agenda and share it publicly with the students. As 
the time approaches the end of an agenda item, a prompt will be 
displayed on the agenda panel to remind students of the time. 

7.2 Formal Management Meetings 
The poll and agenda panels can also facilitate the fow of formal 
government and management meetings for a diverse range of orga-
nizations, such as governments, associations, unions, and boards. 
Many formal meetings have adopted the format and guidelines 
introduced by Robert’s Rules of Order [57]. In such meetings, pro-
cedures are managed with a specialized vocabulary, with phrases 
including call to order, second, vote, and yield, each of which signi-
fes a corresponding action for the meeting. 

The Robert’s Rules specify the formal defnitions, pre-defned 
expressions, and corresponding actions of the rules. For example, 
to amend a motion, a meeting attendee needs to say “I move that 
this mention be amended by ...”, which needs a second and majority 
vote. In CrossTalk, the Robert Rules can be specifed as interface 
actions for it to recognize the desired meeting actions and provide 

intelligent support for meeting attendees such as generating a vote 
for a motion, notifying meeting attendees for a required second, or 
intelligently muting speakers when the speaker yields the foor. 

Formal meetings also utilize pre-determined agendas to ensure 
efective discussion. With CrossTalk, agenda panels can be created 
from written or verbal descriptions. Alternatively, a meeting host 
can log in to the meeting before it starts to defne the agenda in 
place, rather than preparing it in a separate document. 

7.3 Presentations and Discussions 
CrossTalk can also facilitate discussions commonly seen in team 
collaboration. When a user presents via screen sharing, the screen-
shared content is automatically recorded as a persistent video. 
When the presenter stops screen sharing, the video is saved in 
the private area on the presenter’s side. The presenter can drag 
the video from the private area to the canvas to make it accessi-
ble to meeting attendees, which allows them to fexibly navigate, 
review, and comment on the content. Because every panel also 
maintains relevant context, in this case, the video panel records 
the speech content while it was presented. This enables intelligent 
speech-driven video navigation, as CrossTalk matches ongoing 
conversations (e.g., “I have feedback for the motivation” ) with the 
retained context and recommends relevant timestamps in the video. 
The user can easily navigate to a desired position by clicking on the 
recommended timestamps. Thus, the efort to search and navigate 
to a specifc context is mitigated for both the presenter and the 
feedback-giver. Instead of directly annotating on top of a public 
video panel, which may prevent others from reviewing the content 
it depicts, a user can drag the frame of the video away as a separate 
image panel for detailed visual annotation (Figure 10). 

8 TECHNICAL EVALUATION 
We conducted a technical evaluation to assess the performance of 
the user intent recognition in our current prototype. We report on 
the experiment settings, results, and potential improvements. 

8.1 Experiment Settings 
8.1.1 Recommendation Confirmation. The CrossTalk system builds 
upon BERT-based semantic search technique, which can perform 
sentence similarity computation at 14200 times per second [56]. 
Since the content search is a direct employment of this technique, 
which has been extensively evaluated in the NLP literature, we 
focused on evaluating the performance of the action recognition. 
Specifcally, we gathered a dataset of sentences, each of which was 
labeled with the interface action it may indicate. We then input 
each sentence in the corpus into the user intention recognition 
module and compared the suggested actions with the ground truth. 

8.1.2 Dataset and Action Recognition Model. While we sought to 
employ sentences identifed from the formative study to test the 
performance of the model, we found that a signifcant amount of 
the sentences that indicated user intents were related to a variety of 
other applications and functionality used in videoconferences such 
as presentation, design, internal resource management applications. 
The CrossTalk system as a prototype did not support these specifc 
features and could not be evaluated using those sentences. 
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Figure 10: Discussion over screenshared content. After speaker (a) fnishes the presentation, he can share the recorded 
screensharing video with the group. Meeting attendee (e) engages in the discussion by saying “I have feedback for the motivation.” 
CrossTalk interprets the referred context and highlights the corresponding timestamp of the video, (c) based on the captured 
speech during the presentation (b). The attendee (e) drags the desired frame out and annotates it while providing feedback. 

Instead, we opted to construct the dataset using an elicitation 
survey in which survey respondents (9 students and employees at a 
large public university) were asked to provide natural expressions 
for each of the actions that CrossTalk supports. To collect organic 
expressions, we asked the respondents to recall the expressions they 
had used to indicate the actions in previous meetings, or if they had 
not done so before, they were asked to recall expressions that they 
had heard from other attendees. Respondents were asked to provide 
as many natural expressions as possible. In total, 350 expressions 
were collected. For each of the 21 actions CrossTalk supports, 10 
expressions were randomly selected, resulting in 210 expressions in 
total. We selected 3 of the 10 expressions for each action as the train-
ing expressions. The training data set also included the description 
for each action, which consists of 2 sentences, resulting in a training 
set of 105 sentences. For the remaining 147 collected expressions, 
we mixed in equal numbers of noisy sentences that were randomly 
drawn from the Kaggle Human Conversation Training Dataset [30], 
resulting in a fnal testing dataset of 294 sentences (provided in sup-
plemental materials). We then employed a weighted KNN (k=5) to 
recognize the most relevant actions for a testing sentence, weighted 
by similarity measurement returned by the BERT-based model. 

8.2 Results 
The action prediction model achieved an average precision of 0.89 
and an average recall of 0.90, with an average F1-score of 0.89. The 
evaluation results showed the performance of the current action 
prediction model used by CrossTalk (RQ2). We found that most 
error cases resulted from the use of similar expressions that had 
diferent meanings under diferent contexts, e.g., “I have to go” is a 
typical expression one would use to indicate they needed to leave a 
meeting. However, a similar expression “I will go frst”, is frequently 
used in update meetings to indicate that one would like to present 
frst and share their screen. CrossTalk failed to tell them apart. 
These error cases could be addressed if the semantic similarity cal-
culation considered a longer context of the conversation. Detailed 
confusion matrix can be found in the supplemental materials. It 
is also important to note that the reported results do not refect 
real-world performance, where speech can be poorly recognized, 
and short and incomplete phrases are more frequently used. 

9 USER EVALUATION 
While we attempted to conduct a deployment study to investigate 
the efects of the proposed interaction on communication and col-
laboration dynamics, our pilot tests showed that state-of-the-art 
speech recognition models still produced signifcant latency and 
errors for conversational speech in the wild, which infuences user 
perception and reception of the proposed techniques [53]. There-
fore, we opt for a controlled user evaluation that focused on obtain-
ing early qualitative feedback on the understanding and impression 
of the interaction modality of users and uncovering the challenges 
that need to be addressed for practical use. 

9.1 Participants 
Thirteen participants (9 male, 4 female, age 21 to 39, all fuent 
English speakers) with experience using remote meetings were 
recruited to evaluate CrossTalk. Eight participants were from aca-
demic backgrounds (5 undergraduate and 3 graduate students) and 
fve were professionals working at diferent large technology com-
panies (1 engineer, 1 researcher, 1 startup founder, 1 media producer, 
and 1 marketing manager). Participants were compensated 30 USD 
for their participation in the 1-hour remote session. 

9.2 Setup 
CrossTalk was deployed on a Heroku server that participants con-
nected to using the Chrome web browser. Participants were re-
quired to have a camera, a microphone, and a computer to partici-
pate. The experimenter and each participant frst met on Zoom for 
onboarding and then switched to CrossTalk for the study tasks. 

9.3 Procedure 
In each session, the experimenter frst introduced the study and 
the system and then simulated two meeting scenarios with the 
participant with tasks that the participant needed to complete to 
experience the proposed technology. The experimenter then con-
cluded the study with a questionnaire and an interview to gather 
participant’s feedback. 

9.3.1 Introduction (10 minutes). The experimenter frst asked the 
participants about their most recent remote meeting experience to 
learn more about each participant’s videoconferencing experience 
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and to warm up the participant by grounding them in past experi-
ence. Participants accessed CrossTalk through a browser URL and 
were then introduced to various features of CrossTalk. The next 
two phases were conducted on the CrossTalk system, where each 
phase consisted of a teaching portion and open-ended roleplay. 

9.3.2 Meeting Scenario 1: Discussing Places to Go (15 minutes). Par-
ticipants engaged in a free-form conversational simulation where 
the experimenter played a role as a classmate or colleague look-
ing for recommendations on places to go in the participant’s city. 
During the scenario, participants interacted with map panels, web 
search panels, and the transcript panel using both manual interac-
tion and language-oriented interaction. 

9.3.3 Meeting Scenario 2: Information Session (15 minutes). The 
experimenter and the participants then simulated an organizational 
meeting to discuss the next steps of a company. During this sce-
nario, PDF documents were shared, and a presentation was given 
by the experimenter using screensharing. Participants engaged 
in discussions with the experimenter about content in the PDF 
and presentation using free-form conversation, during which con-
tent recommendations for PDF panels and recorded screen sharing 
videos were experienced by the participants. Participants were then 
given a miniature quiz, created on the fy with CrossTalk, on topics 
in the presentation, PDF, and novel trivia (e.g., “In what year was 
Albert Einstein born?” ) and asked to provide the correct answers by 
interacting with the polling panel. 

9.3.4 Qestionnaire and Exit Interview (20 minutes). Lastly, partici-
pants completed a questionnaire about CrossTalk that included 
questions about its usefulness and usability, using 5-point Lik-
ert scale questions. The experimenter concluded the study with 
a semistructured interview to collect additional feedback on the 
prototype, focusing on language-oriented interactions as well as 
issues and concerns with this interaction modality. 

9.4 Study Results 
All participants were able to complete the tasks in the study with 
ease and responded positively to CrossTalk and found it was intu-
itive to understand (7/13 strongly agree, 6/13 agree) and easy to 
use (8/13 strongly agree, 5/13 agree) when the system correctly 
recognized their speech. In the following sections, we present the 
participants’ responses to key concepts within CrossTalk. 

9.4.1 Reducing Cognitive and Manual Efort during Videoconfer-
ences. Participants appreciated CrossTalk’s ability to interpret their 
conversation to recommend relevant actions and content and found 
that it could efectively support communication (5/13 strongly agree, 
7/13 agree, 1/13 neutral) and collaboration (5/13 strongly agree, 7/13 
agree, 1/13 neutral). Participants perceived these recommendations 
as “shortcuts” (P1) and “actionable pop-ups” (P4) and found that 
the recommendations enabled them to quickly retrieve relevant 
information. For example, P3 commented that “It was really cool 
that I could say words I remembered from the presentation, and it 
would know where that specifc slide was”. Similarly, P5 also noted 
that they “resonated a lot with the reference to people’s presentation, 
pull that up, and go back to places where some important part was”. 

Participants specifcally appreciated that relevant recommen-
dations allowed them to maintain the fow of conversation and 
communication. For example, P7 noted that “I really liked that we 
were talking about one place, and it just popped up and asked if we 
wanted to fnd it on the map. It felt magical to suddenly have the 
thing you’re talking about appear and you can focus on it to continue 
the discussion”. Similarly, P8 noted that “the blue dots [which allow 
users to quickly navigate to the location of a match] is super useful. 
Sometimes you don’t know where it is in a PDF and you have to 
Control + F and fnd it. It’s great that it just suggests it.” 

P4 refected on their experience of hosting collaborative video-
conferences and found that CrossTalk could signifcantly reduce 
their workload. They commented, “When you lead a conference, es-
pecially when you’re not just videoconferencing from a conversational 
standpoint, there’re lots of actions you need to take. The ability to 
surface actionable pop-ups and tasks right in the tool itself reduce the 
need to switch to a diferent task. Normally if we’re using Zoom and 
I have to show someone a document. I have to keep in mind where 
that information is and fnd it myself. Today, I liked it does it for me. 
It’s not perfect. It’s not able to fnd the right keyword all the time, but 
that’s OK because it removes half the work.” 

In summary, participants enjoyed CrossTalk’s ability to quickly 
retrieve the information and actions they had in mind, reducing the 
cognitive and manual efort required of them during videoconfer-
ences. Because CrossTalk engaged in the conversation, participants 
reported that they could rely on CrossTalk to ensure they did not 
miss important moments or requests in the meeting, as P13 noted 
“It also feels very friendly to people who might be multitasking or look-
ing at other things.” Participants saw themselves using CrossTalk 
in their daily workfows, such as “in the workplace for [product] 
planning” (P1), “code review to help them focus everyone’s attention to 
the same place” (P3), “[in a group study for] exam preparation” (P6), 
or “talk with my advisor [using CrossTalk] and have [suggestions] in 
the paper so we can both look at it” (P9). 

9.4.2 Facilitating Casual and Exploratory Search. We also observed 
the reactions of participants to unexpected information recommen-
dations made by CrossTalk. For example, when discussing places 
to go, participants mentioned types of locations they would like to 
visit without expressing an explicit intent. CrossTalk, however, still 
retrieved relevant information and recommended it to the partici-
pants. Participants responded positively to these movements. For 
example, P12 commented that “It’s fun to see what it recommends, 
even if it’s not always right”. In addition, participants enjoyed that 
CrossTalk can help them quickly explore a large amount of infor-
mation “I really liked today’s concept because you could pull up a 
lot of things at the same time” (P8). Participants reported that they 
saw themselves using CrossTalk for casual use cases as “a trip plan-
ning tool” (P5), for “tabletop games” (P12), for a “book club or movie 
watching club where you might want to discuss many aspects of the 
content” (P1). P13 mentioned this directly: “I can see myself using 
this for more casual things with friends to talk about stuf”. 

9.4.3 Privacy, Novelty Efect, and Tolerance. We were also inter-
ested in exploring whether CrossTalk can cause privacy concerns 
as it uses user conversations to provide recommendations. Par-
ticipants responded positively to the statement that “I understood 
that the system ofered intelligent recommendations by interpreting 
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conversation” (7/13 strongly agree, 6/13 agree), and the statement 
that “I’m comfortable with the system interpreting my speech to make 
recommendations” (6/13 strongly agree, 6/13agree, and 1/13 neutral). 

This openness to the system’s transcribing and interpretation of 
their speech could be for multiple reasons. First, as reported above, 
CrossTalk demonstrated its value for tasks that were tedious with 
existing tools. In addition, we found that CrossTalk had a novelty 
efect on the participants. P7 found it “magical” when CrossTalk 
could provide the right information when they needed it. Similarly, 
P8 noted that intelligent recommendations were “really surprising 
and unexpected” when inferring their intent. The value CrossTalk 
can provide, and the novelty efect, can make participants more 
willing to accept the potential loss of privacy. 

Several other factors could also contribute to the openness of 
participants, such as sufcient awareness of how their speech was 
transcribed and used, tolerance to research prototypes than com-
mercial products, or the casualness and informality of the simulated 
discussion scenarios. For example, P5 mentioned that “I’m not sure 
if that would be a privacy issue if you’re talking about a person or 
something controversial”. 

P12, who rated neutral for being comfortable with the system 
interpreting their speech, raised the concern that “I’d want to have 
the option to remove my data... Anything that’s permanent would give 
me some anxiety. I think people don’t always want to be completely on 
the record. How can you decide when you have control over it?” This 
suggests that a future deployment should give the user the ability 
to control whether their speech is being used for recommendation. 
The change in the usage ratio of intelligent recommendations in a 
deployment study can provide valuable information on the adoption 
of the proposed concepts by users. Nevertheless, these potential 
factors warrant future research in this direction. 

9.4.4 Latency and Errors with Speech Recognition and Discover-
ability. Participants encountered several issues with regard to the 
usability of natural language interfaces. For example, P6 felt that 
speech recognition was “laggy and unresponsive” which led to an 
unpleasant experience. This was expected, as state-of-art speech 
recognition has a considerable amount of latency, making it less 
suitable for interactive use. Errors in speech recognition can also 
lead to intent recognition errors that can result in a failure to rec-
ommend relevant content and actions. 

P2 and P9 both commented on the discoverability of the user 
interface. Because CrossTalk emphasizes language-oriented inter-
action with the content, its interface does not contain as many 
graphical controls as one typically sees in other applications. For 
example, P4 “would like to get more information about what to click 
on and what to use like more traditional systems.” Similarly, P2 noted 
that “of the top of my mind I wouldn’t know how to use it, [and I 
would like] something that tells to click here and there.” However, 
P2 found that “after explanation, it [language-oriented interaction] 
was more intuitive”. Such discoverability issues were also found in 
early research on multitouch interfaces, where gestures could not 
be discovered by users due to the lack of visual representations 
depicting their use [22, 67]. This problem can be mitigated with 
dedicated learning systems or through prolonged use over time. 

9.4.5 Summary. Results from the user study showed that CrossTalk 
was received positively by participants. The shared information 

space and the language-based intelligent support ofered versatility 
and fexibility to interact with shared information while reducing 
the cognitive and manual efort needed during communication and 
collaboration. The results also uncovered participant concerns and 
several novel opportunities to improve user experience with natural 
language interfaces in conversational settings. 

Our study has several limitations. As a controlled and small-
scale study with simulated meeting scenarios, the fndings from 
our preliminary user study do not provide insights as to how these 
proposed techniques would be perceived and received in the wild. 
While participants saw themselves using CrossTalk in a variety of 
scenarios, meeting dynamics are from more complex and intricate, 
and can be afected by factors such as settings, number of attendees, 
relationships among attendees and others. We see CrossTalk as 
an initial step and a system that the community can leverage to 
explore these research questions. 

10 LIMITATIONS AND DISCUSSION 
We refect on the design and evaluation results of CrossTalk and 
propose several directions that can further the exploration of lever-
aging natural language to enhance human communication. 

10.1 Errors of Speech and Intent Recognition 
As found in the study, participants’ experiences with CrossTalk 
were negatively afected by speech recognition errors, which led 
to failures in intent detection. To compensate for these errors, 
CrossTalk supports editing, refning, and recovering through man-
ual interaction as recommended in literature [3]. However, discover-
ing, interpreting, and correcting errors can also lead to interruptions 
in the fow of conversation and unpleasant user experiences. It is 
important to recognize that natural human conversation is prone 
to speech recognition errors because of the frequent use of short, 
incomplete sentences and the overlapping utterances of multiple 
speakers. However, this limitation could be alleviated with contin-
ued improvements in speech recognition. In a deployment study to 
examine long-term behavior change, one can strategically select 
the actions that can be most reliably recognized to avoid falling 
into the trap of speech recognition errors. 

10.2 Latency of Natural Language Interfaces 
While converting speech to text and then extracting commands and 
intentions from text is a common approach when developing voice 
input systems [34, 39], there are several layers of latency in speech 
recognition, natural language processing, and intention detection. 
Although latency can be mitigated with more performant recogni-
tion and understanding of natural languages, such an approach may 
never be perceived as responsive as people can often anticipate each 
other’s intentions based on shared knowledge, multimodal cues, 
and social norms [40]. Therefore, the immediate next steps are, frst, 
to identify what latency is acceptable for responsive interactive 
conversation-based systems, and second, to develop an intention 
prediction rather than intention detection system based on the 
context of the conversation. Given the increasingly popular and 
powerful large language models, it would be interesting to explore 
whether they can predict users’ unspoken words to signifcantly 
reduce latency in existing natural language interfaces. 
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10.3 Mapping Natural Language Expressions 
with Interface Actions at Scale 

Prior natural language interfaces have mostly employed a rule-
based approach to map users’ natural language expressions to 
system functionality [34, 39]. While this has enabled the rapid 
prototyping of natural language interfaces, these limited vocabu-
laries constrain the expressions that can be used to interact with 
systems. CrossTalk leverages semantic similarity between users’ 
natural expressions and the descriptions of interface actions, as 
well as a small set of collected expressions, and demonstrates suf-
fcient performance for action recognition. As mentioned in the 
formative study, participants tended to think-aloud in a group set-
ting to inform others about the actions they were about to take. 
This behavior thus presents an opportunity to establish the map-
pings between natural language expressions to interface actions 
at scale, by collecting the natural language expressions articulated 
immediately before or after an interface action. We intend to collect 
and open-source a dataset of mappings between natural language 
expressions and interface actions. 

10.4 Broader Design Space of Intelligent 
Communication and Collaboration 

While we explored the use of conversational speech in the domain 
of video-based communication and collaboration, the interaction 
techniques that were designed can be extended to other communi-
cation media such as large interactive displays or augmented and 
virtual reality for a variety of settings. When using these media, 
user intentions can be inferred from other signals such as hand 
gestures, body postures, eye movements, facial expressions, etc. For 
example, if a user seeks to retrieve a 3D model in virtual reality 
during a group discussion, their body, head, and eye movements 
could be used to predict and retrieve the target objects and avoid 
disrupting the group. Future work can explore the necessary adap-
tion for, as well as the unique challenges and opportunities aforded 
by, the diverse range of technical and social settings. 

11 CONCLUSION 
With all of the advances in capacity, speed, and connectivity for 
transmitting information, there is little contextual sensitivity and 
intelligence about understanding users’ intents while communicat-
ing and collaborating. We explore the use of conversational speech 
during videoconferences to provide intelligent and context-aware 
assistance. Based on the fndings of a formative study, we proposed 
a panel substrate that provided an appropriate substrate represen-
tation of information to meeting attendees, an intent recognition 
pipeline that can recognize user intents, and a set of language-
oriented interaction techniques that operated on these substrates 
and intents. The prototype, CrossTalk, implemented these design 
ideas and showed considerable promise in fostering fuid communi-
cation and collaboration. We look forward to expanding the inter-
actions we have explored to a variety of other communication and 
collaboration settings, as well as fostering collaboration between 
CSCW, HCI, and AI/NLP researchers to bring this new interaction 
opportunity to life. 

REFERENCES 
[1] Saleema Amershi, Dan Weld, Mihaela Vorvoreanu, Adam Fourney, Besmira 

Nushi, Penny Collisson, Jina Suh, Shamsi Iqbal, Paul N. Bennett, Kori Inkpen, 
Jaime Teevan, Ruth Kikin-Gil, and Eric Horvitz. 2019. Guidelines for Human-
AI Interaction. In Proceedings of the 2019 CHI Conference on Human Factors in 
Computing Systems (Glasgow, Scotland Uk) (CHI ’19). Association for Computing 
Machinery, New York, NY, USA, 1–13. https://doi.org/10.1145/3290605.3300233 

[2] Marjolijn L Antheunis, Alexander P Schouten, and Joseph B Walther. 2020. The 
hyperpersonal efect in online dating: Efects of text-based CMC vs. videoconfer-
encing before meeting face-to-face. Media Psychology 23, 6 (2020), 820–839. 

[3] Apple. 2023. Siri. https://www.apple.com/siri/ Retrieved Jan 13, 2023. 
[4] Bon Adriel Aseniero, Marios Constantinides, Sagar Joglekar, Ke Zhou, and Daniele 

Quercia. 2020. MeetCues: Supporting Online Meetings Experience. In 31st IEEE 
Visualization Conference, IEEE VIS 2020 - Short Papers, Virtual Event, USA, October 
25-30, 2020. https://doi.org/10.1109/VIS47514.2020.00054 

[5] Sriram Karthik Badam, Andreas Mathisen, Roman Rädle, Clemens N. Klokmose, 
and Niklas Elmqvist. 2019. Vistrates: A Component Model for Ubiquitous An-
alytics. IEEE Transactions on Visualization and Computer Graphics 25, 1 (2019), 
586–596. https://doi.org/10.1109/TVCG.2018.2865144 

[6] Annie Banbury, Daniel Chamberlain, Susan Nancarrow, Jared Dart, Len Gray, and 
Lynne Parkinson. 2017. Can videoconferencing afect older people’s engagement 
and perception of their social support in long-term conditions management: a 
social network analysis from the Telehealth Literacy Project. Health & social care 
in the community 25, 3 (2017), 938–950. 

[7] Michel Beaudouin-Lafon. 2017. Towards unifed principles of interaction. In 
Proceedings of the 12th Biannual Conference on Italian SIGCHI Chapter. 1–2. 

[8] Puneet Bhargava, Amanda E Lackey, Sabeen Dhand, Mariam Moshiri, Kedar 
Jambhekar, and Tarun Pandey. 2013. Radiology education 2.0—on the cusp of 
change: part 1. Tablet computers, online curriculums, remote meeting tools and 
audience response systems. Academic Radiology 20, 3 (2013), 364–372. 

[9] Richard A. Bolt. 1980. "Put-that-there": Voice and Gesture At the Graphics 
Interface. In Proceedings of the 7th Annual Conference on Computer Graphics and 
Interactive Techniques, SIGGRAPH 1980, Seattle, Washington, USA, July 14-18, 1980. 
https://doi.org/10.1145/800250.807503 

[10] Virginia Braun and Victoria Clarke. 2019. Refecting on refexive thematic analysis. 
Qualitative research in sport, exercise and health 11, no. 4 (2019): 589-597.. 

[11] Fanglin Chen, Kewei Xia, Karan Dhabalia, and Jason I. Hong. 2019. MessageOn-
Tap: A Suggestive Interface To Facilitate Messaging-related Tasks. In Conference 
on Human Factors in Computing Systems (CHI). https://doi.org/10.1145/3290605. 
3300805 

[12] Herbert H. Clark and Susan E. Brennan. 1991. Grounding In Communication. 
In Perspectives on socially shared cognition, Lauren B. Resnick, John M. Levine, 
and Stephanie D. Teasley (Eds.). American Psychological Association, 127–149. 
https://doi.org/10.1037/10096-006 

[13] Ross Cutler, Yasaman Hosseinkashi, Jamie Pool, Senja Filipi, Robert Aichner, 
Yuan Tu, and Johannes Gehrke. 2021. Meeting Efectiveness and Inclusiveness 
In Remote Collaboration. Proc. ACM Hum. Comput. Interact. 5, CSCW1 (2021), 
173:1–173:29. https://doi.org/10.1145/3449247 

[14] Richard L Daft and Robert H Lengel. 1983. Information richness. A new approach 
to managerial behavior and organization design. Technical Report. Texas A and 
M Univ College Station Coll of Business Administration. 

[15] Martha S. Feldman and Wanda J. Orlikowski. 2011. Theorizing Practice and 
Practicing Theory. Organ. Sci. 22, 5 (2011), 1240–1253. https://doi.org/10.1287/ 
orsc.1100.0612 

[16] Susan R. Fussell, Robert E. Kraut, and Jane Siegel. 2000. Coordination of Commu-
nication: Efects of Shared Visual Context On Collaborative Work. In CSCW 2000, 
Proceeding on the ACM 2000 Conference on Computer Supported Cooperative Work, 
Philadelphia, PA, USA, December 2-6, 2000. https://doi.org/10.1145/358916.358947 

[17] Werner Geyer, Heather A. Richter, Ludwin Fuchs, Tom Frauenhofer, Shahrokh 
Daijavad, and Steven E. Poltrock. 2001. A Team Collaboration Space Supporting 
Capture and Access of Virtual Meetings. In Proceedings of GROUP 2001, ACM 
2001 International Conference on Supporting Group Work, September 30 - October 
3, 2001, Boulder, Colorado, USA. https://doi.org/10.1145/500286.500315 

[18] Daniel Gillick, Korbinian Riedhammer, Benoît Favre, and Dilek Hakkani-Tür. 2009. 
A Global Optimization Framework for Meeting Summarization. In Proceedings 
of the IEEE International Conference on Acoustics, Speech, and Signal Processing, 
ICASSP 2009, 19-24 April 2009, Taipei, Taiwan. https://doi.org/10.1109/ICASSP. 
2009.4960697 

[19] Google. 2022. Google NLP. https://cloud.google.com/naturallanguage/ 
[20] Jens Emil Grønbæk, Banu Saatçi, Carla F. Griggio, and Clemens Nylandsted 

Klokmose. 2021. MirrorBlender: Supporting Hybrid Meetings with a Malleable 
Video-Conferencing System. In Conference on Human Factors in Computing Sys-
tems (CHI). https://doi.org/10.1145/3411764.3445698 

[21] William A. Hamilton, Nic Lupfer, Nicolas Botello, Tyler Tesch, Alex Stacy, Jeremy 
Merrill, Blake Williford, Frank R. Bentley, and Andruid Kerne. 2018. Collaborative 
Live Media Curation: Shared Context for Participation In Online Learning. In 
Conference on Human Factors in Computing Systems (CHI). https://doi.org/10. 
1145/3173574.3174129 

https://doi.org/10.1145/3290605.3300233
https://www.apple.com/siri/
https://doi.org/10.1109/VIS47514.2020.00054
https://doi.org/10.1109/TVCG.2018.2865144
https://doi.org/10.1145/800250.807503
https://doi.org/10.1145/3290605.3300805
https://doi.org/10.1145/3290605.3300805
https://doi.org/10.1037/10096-006
https://doi.org/10.1145/3449247
https://doi.org/10.1287/orsc.1100.0612
https://doi.org/10.1287/orsc.1100.0612
https://doi.org/10.1145/358916.358947
https://doi.org/10.1145/500286.500315
https://doi.org/10.1109/ICASSP.2009.4960697
https://doi.org/10.1109/ICASSP.2009.4960697
https://cloud.google.com/naturallanguage/
https://doi.org/10.1145/3411764.3445698
https://doi.org/10.1145/3173574.3174129
https://doi.org/10.1145/3173574.3174129


UIST ’23, October 29–November 01, 2023, San Francisco, CA, USA Xia et al. 

[22] Ken Hinckley, Koji Yatani, Michel Pahud, Nicole Coddington, Jenny Rodenhouse, 
Andy Wilson, Hrvoje Benko, and Bill Buxton. 2010. Pen + Touch = New Tools. 
In Symposium on User Interface Software and Technology (UIST). https://doi.org/ 
10.1145/1866029.1866036 

[23] Pamela Hinds, Sara B Kiesler, and Sara Kiesler. 2002. Distributed work. MIT 
press. 

[24] James D. Hollan and Scott Stornetta. 1992. Beyond Being There. In Conference 
on Human Factors in Computing Systems (CHI). https://doi.org/10.1145/142750. 
142769 

[25] Eric Horvitz. 1999. Principles of Mixed-Initiative User Interfaces. In Conference 
on Human Factors in Computing Systems (CHI). https://doi.org/10.1145/302979. 
303030 

[26] René Tuma Hubert Knoblauch and Bernt Schnettler. 2014. Video analysis and 
videography. "Video analysis and videography." The SAGE handbook of qualita-
tive data analysis (2014): 435-449.. 

[27] Hiroshi Ishii and Minoru Kobayashi. 1992. ClearBoard: A Seamless Medium for 
Shared Drawing and Conversation with Eye Contact. In Conference on Human 
Factors in Computing Systems (CHI). https://doi.org/10.1145/142750.142977 

[28] Shahram Izadi, Harry Brignull, Tom Rodden, Yvonne Rogers, and Mia Underwood. 
2003. Dynamo: a Public Interactive Surface Supporting the Cooperative Sharing 
and Exchange of Media. In Symposium on User Interface Software and Technology 
(UIST). https://doi.org/10.1145/964696.964714 

[29] Daniel Jurafsky and James H Martin. 2023. Chatbots and Dialogue Systems. In 
Speech and Language Processing. https://web.stanford.edu/~jurafsky/slp3/15.pdf 

[30] Kaggle. 2020. Human Conversation training data. https://www.kaggle.com/ 
datasets/projjal1/human-conversation-training-data Retrieved September 1, 
2022. 

[31] Demetrios Karis, Daniel Wildman, and Amir Mané. 2016. Improving Remote 
Collaboration With Video Conferencing and Video Portals. Hum. Comput. Interact. 
31, 1 (2016), 1–58. https://doi.org/10.1080/07370024.2014.921506 

[32] Simone Kaufeld and Nale Lehmann-Willenbrock. 2012. Meetings matter: Efects 
of team meetings on team and organizational success. Small group research 43, 2 
(2012), 130–158. 

[33] A. Kay and A. Goldberg. 1977. Personal Dynamic Media. Computer 10, 3 (1977), 
31–41. https://doi.org/10.1109/C-M.1977.217672 

[34] Yea-Seul Kim, Mira Dontcheva, Eytan Adar, and Jessica Hullman. 2019. Vocal 
Shortcuts for Creative Experts. In Conference on Human Factors in Computing 
Systems (CHI). https://doi.org/10.1145/3290605.3300562 

[35] Nurit Kirshenbaum, Kylie Davidson, Jesse Harden, Chris North, Dylan Kobayashi, 
Ryan Theriot, Roderick S. Tabalba, Michael L. Rogers, Mahdi Belcaid, An-
drew Thomas Burks, Krishna Bharadwaj, Luc Renambot, Andrew E. Johnson, 
Lance Long, and Jason Leigh. 2021. Traces of Time Through Space: Advantages of 
Creating Complex Canvases In Collaborative Meetings. Proc. ACM Hum. Comput. 
Interact. 5, ISS (2021), 502:1–502:20. https://doi.org/10.1145/3488552 

[36] Clemens N. Klokmose, James R. Eagan, Siemen Baader, Wendy Mackay, and 
Michel Beaudouin-Lafon. 2015. Webstrates: Shareable Dynamic Media. In Pro-
ceedings of the 28th Annual ACM Symposium on User Interface Software & Tech-
nology (Charlotte, NC, USA) (UIST ’15). Association for Computing Machinery, 
New York, NY, USA, 280–290. https://doi.org/10.1145/2807442.2807446 

[37] Hubert Knoblauch and Bernt Schnettler. 2012. Videography: Analysing video 
data as a ‘focused’ ethnographic and hermeneutical exercise. "Videography: 
Analysing video data as a ‘focused’ ethnographic and hermeneutical exercise." 
Qualitative Research 12, no. 3 (2012): 334-356.. 

[38] Robert E. Kraut, Susan R. Fussell, and Jane Siegel. 2003. Visual Information As a 
Conversational Resource In Collaborative Physical Tasks. Hum. Comput. Interact. 
18, 1-2 (2003), 13–49. https://doi.org/10.1207/S15327051HCI1812_2 

[39] Gierad Laput, Mira Dontcheva, Gregg Wilensky, Walter Chang, Aseem Agarwala, 
Jason Linder, and Eytan Adar. 2013. PixelTone: a Multimodal Interface for Image 
Editing. In Conference on Human Factors in Computing Systems (CHI). https: 
//doi.org/10.1145/2470654.2481301 

[40] Stephen C Levinson. 2016. Turn-taking in human communication–origins and 
implications for language processing. Trends in cognitive sciences 20, 1 (2016), 
6–14. 

[41] Christian Licoppe and Julien Morel. 2012. Video-in-interaction:“Talking heads” 
and the multimodal organization of mobile and Skype video calls. Research on 
Language & Social Interaction 45, 4 (2012), 399–429. 

[42] Xingyu “Bruce” Liu, Vladimir Kirilyuk, Xiuxiu Yuan, Alex Olwal, Peggy Chi, 
Xiang ‘Anthony’ Chen, and Ruofei Du. 2023. Visual Captions: Augmenting 
Verbal Communication with On-the-fy Visuals. In Conference on Human Factors 
in Computing Systems (CHI). 

[43] Kent Lyons, Christopher Skeels, Thad Starner, Cornelis M. Snoeck, Benjamin A. 
Wong, and Daniel Ashbrook. 2004. Augmenting Conversations using Dual-
purpose Speech. In Symposium on User Interface Software and Technology (UIST). 
https://doi.org/10.1145/1029632.1029674 

[44] M. Lynne Markus and Terry Connolly. 1990. Why CSCW Applications Fail: 
Problems In the Adoption of Interdependent Work Tools. In CSCW ’90, Proceedings 
of the Conference on Computer Supported Cooperative Work, Los Angeles, CA, USA, 

October 7-10, 1990. https://doi.org/10.1145/99332.99368
[45] Nora McDonald, Sarita Schoenebeck, and Andrea Forte. 2019. Reliability and 

Inter-rater Reliability In Qualitative Research: Norms and Guidelines for CSCW 
and HCI Practice. Proc. ACM Hum. Comput. Interact. 3, CSCW (2019), 72:1–72:23. 
https://doi.org/10.1145/3359174 

[46] Moira McGregor and John C. Tang. 2017. More To Meetings: Challenges In 
Using Speech-Based Technology To Support Meetings. In Proceedings of the 2017 
ACM Conference on Computer Supported Cooperative Work and Social Computing, 
CSCW 2017, Portland, OR, USA, February 25 - March 1, 2017. https://doi.org/10. 
1145/2998181.2998335 

[47] Microsoft. 2022. Azure Cognitive Services. https://azure.microsoft.com/en-
us/services/cognitive-services/ Retrieved April 4, 2022. 

[48] Microsoft. 2022. Cortana. https://www.microsoft.com/en-us/cortana Retrieved 
Jan 13, 2023. 

[49] Meredith Ringel Morris, Jarrod Lombardo, and Daniel Wigdor. 2010. WeSearch: 
Supporting Collaborative Search and Sensemaking On a Tabletop Display. In 
Proceedings of the 2010 ACM Conference on Computer Supported Cooperative Work, 
CSCW 2010, Savannah, Georgia, USA, February 6-10, 2010. https://doi.org/10. 
1145/1718918.1718987 

[50] Carol T Nixon and Glenn E Littlepage. 1992. Impact of meeting procedures on 
meeting efectiveness. Journal of Business and Psychology 6 (1992), 361–369. 

[51] Kenton O’Hara, Jesper Kjeldskov, and Jeni Paay. 2011. Blended Interaction Spaces 
for Distributed Team Collaboration. ACM Trans. Comput. Hum. Interact. 18, 1 
(2011), 3:1–3:28. https://doi.org/10.1145/1959022.1959025 

[52] Tomislav Pejsa, Julian Kantor, Hrvoje Benko, Eyal Ofek, and Andrew D. Wilson. 
2016. Room2Room: Enabling Life-Size Telepresence In a Projected Augmented 
Reality Environment. In Proceedings of the 19th ACM Conference on Computer-
Supported Cooperative Work & Social Computing, CSCW 2016, San Francisco, CA, 
USA, February 27 - March 2, 2016. https://doi.org/10.1145/2818048.2819965 

[53] Martin Porcheron, Joel E. Fischer, Stuart Reeves, and Sarah Sharples. 2018. Voice 
Interfaces In Everyday Life. In Conference on Human Factors in Computing Systems 
(CHI). https://doi.org/10.1145/3173574.3174214 

[54] Roman Rädle, Midas Nouwens, Kristian Antonsen, James R. Eagan, and 
Clemens N. Klokmose. 2017. Codestrates: Literate Computing with Webstrates. 
In Proceedings of the 30th Annual ACM Symposium on User Interface Software and 
Technology (Québec City, QC, Canada) (UIST ’17). Association for Computing Ma-
chinery, New York, NY, USA, 715–725. https://doi.org/10.1145/3126594.3126642 

[55] Nils Reimers. 2019. SentenceTransformers. https://www.sbert.net/ Retrieved 
September 10, 2022. 

[56] Nils Reimers and Iryna Gurevych. 2019. Sentence-BERT: Sentence Embeddings 
using Siamese BERT-Networks. In Proceedings of the 2019 Conference on Empirical 
Methods in Natural Language Processing and the 9th International Joint Confer-
ence on Natural Language Processing, EMNLP-IJCNLP 2019, Hong Kong, China, 
November 3-7, 2019. https://doi.org/10.18653/v1/D19-1410 

[57] Henry M Robert III, Daniel H Honemann, Thomas J Balch, Daniel E Seabold, and 
Shmuel Gerber. 2020. Robert’s rules of order newly revised. PublicAfairs. 

[58] Steven G Rogelberg, Linda Rhoades Shanock, and Clif W Scott. 2012. Wasted 
time and money in meetings: Increasing return on investment. Small Group 
Research 43, 2 (2012), 236–245. 

[59] Yang Shi, Chris Bryan, Sridatt Bhamidipati, Ying Zhao, Yaoxue Zhang, and Kwan-
Liu Ma. 2018. MeetingVis: Visual Narratives To Assist In Recalling Meeting 
Context and Content. IEEE Trans. Vis. Comput. Graph. 24, 6 (2018), 1918–1929. 
https://doi.org/10.1109/TVCG.2018.2816203 

[60] Arjun Srinivasan and John Stasko. 2017. Orko: Facilitating multimodal interaction 
for visual exploration and analysis of networks. IEEE transactions on visualization 
and computer graphics 24, 1 (2017), 511–521. 

[61] John C. Tang, Gina Venolia, and Kori M. Inkpen. 2016. Meerkat and Periscope: 
I Stream, You Stream, Apps Stream for Live Streams. In Conference on Human 
Factors in Computing Systems (CHI). https://doi.org/10.1145/2858036.2858374 

[62] Stephen Viller. 1991. The Group Facilitator: A CSCW Perspective. In Proceedings 
of the Second European Conference on Computer Supported Cooperative Work, 24-27 
September 1991, Amsterdam, The Netherlands. https://doi.org/10.1007/978-94-
011-3506-1_6 

[63] Wei Wang, Saghar Hosseini, Ahmed Hassan Awadallah, Paul N. Bennett, and 
Chris Quirk. 2019. Context-Aware Intent Identifcation In Email Conversations. 
In Proceedings of the 42nd International ACM SIGIR Conference on Research and 
Development in Information Retrieval, SIGIR 2019, Paris, France, July 21-25, 2019. 
https://doi.org/10.1145/3331184.3331260 

[64] Terry Winograd. 1972. Understanding Natural Language. Academic Press, Inc., 
Orlando, FL, USA. 

[65] Haijun Xia. 2020. Crosspower: Bridging Graphics and Linguistics. In Symposium 
on User Interface Software and Technology (UIST). https://doi.org/10.1145/3379337. 
3415845 

[66] Haijun Xia. 2020. Object-Orieinted Representation and Interaction: A Step Towards 
Cognitively Direct Interaction. University of Toronto (Canada). 

[67] Haijun Xia, Bruno Araújo, Tovi Grossman, and Daniel J. Wigdor. 2016. Object-
Oriented Drawing. In Conference on Human Factors in Computing Systems (CHI). 
https://doi.org/10.1145/2858036.2858075 

https://doi.org/10.1145/1866029.1866036
https://doi.org/10.1145/1866029.1866036
https://doi.org/10.1145/142750.142769
https://doi.org/10.1145/142750.142769
https://doi.org/10.1145/302979.303030
https://doi.org/10.1145/302979.303030
https://doi.org/10.1145/142750.142977
https://doi.org/10.1145/964696.964714
https://web.stanford.edu/~jurafsky/slp3/15.pdf
https://www.kaggle.com/datasets/projjal1/human-conversation-training-data
https://www.kaggle.com/datasets/projjal1/human-conversation-training-data
https://doi.org/10.1080/07370024.2014.921506
https://doi.org/10.1109/C-M.1977.217672
https://doi.org/10.1145/3290605.3300562
https://doi.org/10.1145/3488552
https://doi.org/10.1145/2807442.2807446
https://doi.org/10.1207/S15327051HCI1812_2
https://doi.org/10.1145/2470654.2481301
https://doi.org/10.1145/2470654.2481301
https://doi.org/10.1145/1029632.1029674
https://doi.org/10.1145/99332.99368
https://doi.org/10.1145/3359174
https://doi.org/10.1145/2998181.2998335
https://doi.org/10.1145/2998181.2998335
https://azure.microsoft.com/en-us/services/cognitive-services/
https://azure.microsoft.com/en-us/services/cognitive-services/
https://www.microsoft.com/en-us/cortana
https://doi.org/10.1145/1718918.1718987
https://doi.org/10.1145/1718918.1718987
https://doi.org/10.1145/1959022.1959025
https://doi.org/10.1145/2818048.2819965
https://doi.org/10.1145/3173574.3174214
https://doi.org/10.1145/3126594.3126642
https://www.sbert.net/
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.1109/TVCG.2018.2816203
https://doi.org/10.1145/2858036.2858374
https://doi.org/10.1007/978-94-011-3506-1_6
https://doi.org/10.1007/978-94-011-3506-1_6
https://doi.org/10.1145/3331184.3331260
https://doi.org/10.1145/3379337.3415845
https://doi.org/10.1145/3379337.3415845
https://doi.org/10.1145/2858036.2858075


CrossTalk: Intelligent Communication and Collaboration Media 

[68] Haijun Xia, Nathalie Henry Riche, Fanny Chevalier, Bruno De Araujo, and Daniel 
Wigdor. 2018. DataInk: Direct and Creative Data-Oriented Drawing. In Proceed-
ings of the 2018 CHI Conference on Human Factors in Computing Systems (Montreal 
QC, Canada) (CHI ’18). Association for Computing Machinery, New York, NY, 
USA, 1–13. https://doi.org/10.1145/3173574.3173797 

[69] Haijun Xia, Sebastian Herscher, Ken Perlin, and Daniel Wigdor. 2018. Spacetime: 
Enabling Fluid Individual and Collaborative Editing In Virtual Reality. In Sympo-
sium on User Interface Software and Technology (UIST). https://doi.org/10.1145/ 

UIST ’23, October 29–November 01, 2023, San Francisco, CA, USA 

3242587.3242597 
[70] Haijun Xia, Jennifer Jacobs, and Maneesh Agrawala. 2020. Crosscast: Adding 

Visuals To Audio Travel Podcasts. In Symposium on User Interface Software and 
Technology (UIST). https://doi.org/10.1145/3379337.3415882 

[71] Saelyne Yang, Changyoon Lee, Hijung Valentina Shin, and Juho Kim. 2020. Snap-
stream: Snapshot-based Interaction In Live Streaming for Visual Art. In Conference 
on Human Factors in Computing Systems (CHI). https://doi.org/10.1145/3313831. 
3376390 

https://doi.org/10.1145/3173574.3173797
https://doi.org/10.1145/3242587.3242597
https://doi.org/10.1145/3242587.3242597
https://doi.org/10.1145/3379337.3415882
https://doi.org/10.1145/3313831.3376390
https://doi.org/10.1145/3313831.3376390


UIST ’23, October 29–November 01, 2023, San Francisco, CA, USA Xia et al. 

A FORMATIVE STUDY MATERIALS 

Table 1: Recorded meetings there were analyzed. (The 25-hour video category contains meetings of a variety of facilitation and 
Q&A styles as a diferent team led each meeting.) 

Setting Meeting Duration Attendee Meeting Activity Total Duration 

Industry 
Industry 
Govt. 

Academic 
Academic 

0.5 ∼ 1h 
1h 

1 ∼ 2h 
1h 
0.5h 

10 ∼ 20 
5 ∼ 15 
20 ∼ 30 
10 ∼ 15 
4 ∼ 5 

Application Feature Testing and Critique 
System Design and Code Review 

Bid Proposal Evaluation and Discussion 
Team Research Update and Discussion 

Discussion and Feedback, Work Allocation 

2h 
7h 
6h 
25h 
10h 

Academic 0.5 ∼ 1h 2 ∼ 3 Brainstorm, Work Allocation 10h 
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